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Abstract: Appendicitis is a common disease or sickness that can cause serious complications. A 

person’s appendix gets infected and painful due to appendicitis. In this study, an android based 

application has been developed by incorporating medical data received from the patient affected with 

appendicitis. A total of 200 subject’s data, including case and control group, has been examined and 

correlated with the common risk factors like fever, fever runs, appetite, abdominal pain, pain 

qualification, vomiting, rate of nausea, migration pain clinical symptom, which may suggest strongly 

significant to have appendicitis. Feature selection technique (correlation, information gain, gain ratio, 

relief, and symmetrical uncertainty) has been used to figure out the best relevant features. A predictive 

Apriori algorithm has been applied to find out the best rules for appendicitis. From the best rules, a risk 

score table has been generated and developed a risk flowchart, which will correctly identify 99 patients 

among 100 affected patients between the risk levels of medium to very high. At long last, this flowchart 

has used to develop a risk prediction application. Finally, the developed “Predict Appendix” application 

will be helpful to predict the risk level of appendicitis not only among peoples of Bangladesh but also 

all over the world and, at the same time, increase awareness.  
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1. Introduction 

Appendicitis is an inflammation of the appendix, 5-9 cm long, and projects from the 

colon on the lower right side of the human’s abdomen [1]. The incidence rate of appendicitis 

is 9.4 among 10,000 populations [2]. The lifetime risk of appendicitis is respectively 8.6% for 

men and 6.7% for women, and median ages (25 years old) man are frequently affected by 

appendicitis [3]. In Bangladesh, it is the top 49th disease, and 1194 peoples are dead only for 

this surgical disease.  

Without symptoms, an accurate diagnosis is totally difficult. To find those symptoms, 

imaging technology is used in the last 15 years. Nanotechnology is an emerging field of 

research [5, 6]. Also, some other technologies like abdominal Computed Tomography [CT] 

scan, Helical Computed Tomography [HCT], ultrasonography are used to find out the 
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sensitivity of appendicitis. But identifying the probability of disease using radiation is not 

effective because it cannot identify pre-operative symptoms of appendicitis when the patients 

are the child and pregnant women. Severe abdominal pain could be the main reason for acute 

appendicitis [7]. There are many significant studies were conducted with children and find out 

those who are 0 to 18 years old are highly affected by appendicitis [8]. In the United States 

(1993 to 2008) male patients are getting more diagnosed with appendicitis rather than female 

patients [9].  

Early diagnosis of any surgical diseases will indeed give a good outcome. In recent 

years significant study will conduct on the pre-operative treatment of appendicitis. Different 

diagnosis techniques have been compared and found that imaging diagnosis (MRI has around 

96% accuracy) is better than any other technique [10]. However, this technique cannot detect 

the risk level if before it occurred.  

A study shows that abdominal pain in the right lower quadrant lump is not available 

more than 50% of patients, and it is more difficult to diagnosis appendicitis affected children 

because they do not have any previous medical report [11, 12]. From that perspective, this 

study was conducted to find out risk factors for appendicitis using pre-operative symptoms by 

feature selection and predictive Apriori algorithm and, at the end of the study, developed an 

android based application. This app performs a score-based calculation on the individual user's 

input and categorizes the person who is in very high, high, medium, or low risk. This app will 

be very helpful in increasing awareness among people about appendicitis diagnosis in needs.  

The rest of the article is designed as follows: Methodology in section 2 describes the 

feature selection method and generates association rules from a predictive Apriori algorithm to 

figure out the risk score and finally develop a risk prediction flow char based on the risk score 

table. Section 3 and 4 describe all results and data analysis and discussion about results and the 

app. Then finally conclusion takes place in the section of 5. 

2. Materials and Methods 

 Feature selection can be divided into three parts as filters, wrappers, or embedded 

methods. Filter methods are defined as using some actual property of the data to select a feature 

using the classification algorithm [13]. In this study, we have only discussed the filtered method 

as like predictive Apriori algorithm and a classifier algorithm to calculate the correlation, 

information gain, gain ratio, relief, and symmetrical uncertainty. Different filtering methods 

are described briefly in the following sections.  

2.1. Correlation-based feature selection.  

A correlation-based feature selection technique evaluates the correlation within the 

subset of features that are extremely correlated with the class by using a greedy search strategy 

in a mode of Ranker search method [14]. So, if the ranks rate is high, then subsets are extremely 

correlated with each other. Otherwise, there are no strong relationships among them. 

Correlation, C (A|B) = 
𝐻(𝐵)−𝐻(𝐵|𝐴)

𝐻(𝐵)
                                                   (01) 

In the equation 1, here, C (A|B) is the correlation between A and B and H(A), H(B) is 

the entropy of respectively A and B and H(B|A) is the entropy of B given A [15]. 
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2.2. Information Gain (IG) based Feature selection. 

Information gain-based feature selection generates an expected number of results 

(Information) from the classification target attribute [16]. By using this feature, a score is 

calculated based on how much information is gained by the class. The information gain of 

feature A is defined as follows 

Information Gain (A) = H (B) – H (
𝐵

𝐴
)                                                  (02) 

In equation 2, H (B) is the entropy of B and H (B/A) is a conditional entropy of class B 

given Feature A [17, 18]. 

2.3. Gain Ratio (GR) based Feature selection.  

Information Gain Ratio is a ratio and formulated by Information Gain. It will maximize 

the feature information gain while minimizing the number of its values. The formula is defined 

as 

Gain Ratio (A) = 
IG (A)  

I (A) 
                                                                       (03) 

In equation (03), the gain ratio (A) defined as the ratio between the information gain 

and the entropy of feature A [17, 18, 19]. 

2.4. Relief Based Feature Selection.  

Relief algorithm first formulated by Kira and Rendered on by instance-based learning 

[20]. It is an instance-based searching to assign a new weight for an individual feature. The 

searching procedure is very simple because it searches the nearest neighbors in the training 

dataset but not in-depth. For each sampled instance, the nearest sample match and not match 

are found. Those matches and the not-matching ratio will update the weight of individual 

features and gives a rank [17]. 

2.5. Symmetrical Uncertainty (SU) Based Feature Selection.  

The SU can be measured by the following equation: 

SU = 2[
IG (A)

 H (X) + H (Y)
]                                                             (04) 

where, H(X) is the entropy of features X, and H(Y) is the entropy of features [17, 21]. It covers 

the information gain's bias toward features with more values and tempers its values to the range 

(0, 1). The value 1 indicates that attributes X and Y are completely hooked, and 0 refers they 

are independent. 

2.6. Association Rules by Predictive Apriori Algorithm. 

Association rules are very useful to extract the hidden pattern of data. The most popular 

association rules generator algorithm are Apriori, Predictive Apriori, and Tertius [20]. In this 

study, Predictive Apriori was used to generate the best rules. Both Apriori and Tertius generate 

association rules by its support level [22]. On the other hand, Predictive Apriori generates 

association rules by its support, confidence, and lift level. This three-evaluation parameter is 

very much helpful in narrowing down the association rules. That’s why we choose, Predictive 

Apriori rather than others. It is also an advanced form of Apriori algorithm where the minimum 

support is considered as 0.01, confidence as 0.5, and lift as 2. 
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3. Results and Discussion 

3.1. Dataset. 

In this research, we used a data set of appendicitis with 200 records, which were 

collected from Shaheed Suhrawardy Medical College & Hospital (SSMCH) Dhaka. All 

collected data is about pre-operative symptoms of case and control group where both groups 

have 100 records, and All 18 features are gender, drinking status, stale food, urine condition, 

fever, fever runs, appetite, passing gas, belly pain, abdominal pain, pain qualification, family 

history, diarrhea, vomiting, rate of nausea, migration pain and disease status. 

3.2. Feature selection results. 

In table 1 represents some popular filtering techniques that are evaluated by the ranker 

algorithm and used to find out the relationship of features with appendicitis disease. Where 

rank score nearly 1 represents high correlation, and 0 refers to no relation to disease. From this 

perspective, abdominal pain, rate of nausea, fever runs, pain, qualification show high 

relationship and gender, urine condition, etc. show a pretty low relationship with disease. But 

it is very difficult to figure out which factor is highly correlated with appendicitis.  

Table 1. Feature selection techniques with respect to ranker method. 

Features Correlation GR IG Relief SU 

Abdominal Pain 0.75 0.456561 0.801389 0.4635 0.456545 

Rate OF Nausea 0.6787 0.441837 0.697254 0.6775 0.56962 

Fever Runs 0.6715 0.478504 0.850899 0.749 0.612543 

Migration Pain 0.6231 0.305341 0.303135 0.2275 0.304234 

Vomiting 0.6125 0.293426 0.291709 0.213 0.292565 

Pain Qualification 0.5783 0.375749 0.456528 0.6115 0.488335 

Fever 0.4956 0.18929 0.186207 0.1795 0.187736 

Appetite 0.4615 0.160528 0.159786 0.2395 0.160156 

Bally Pain 0.4604 0.159029 0.158846 0.0645 0.158938 

Passing Gas 0.2376 0.053764 0.041829 0.067 0.047051 

Family History 0.2121 0.05857 0.052925 0.0275 0.055604 

Diarrhea 0.1361 0.025061 0.013622 0.0605 0.017651 

Slate Food 0.1202 0.010478 0.010451 0.0335 0.010464 

Age 0.0935 0.03316 0.034759 0.0495 0.033941 

Drink Water 0.0326 0.000863 0.000766 0.053 0.000812 

Gender 0.0308 0.000713 0.000686 0.048 0.000699 

Urine Condition 0.0293 0.003716 0.002817 0.0645 0.003205 

It is not clear that which filtering methods are work better on the appendicitis dataset. 

So, in this perspective average of filters ranks result will be a solution to find out top features 

see in figure 1. Figure 1 shows the average importance of a single factor and gets the top eight 

features that are highly correlated with appendicitis. Those are Fever Runs, Rate of Nausea, 

Abdominal Pain, Pain Qualification, Migration Pain, Vomiting, Fever, and appetite. 

Some sub-factors are strongly responsible for having appendicitis disease. To examine 

those sub-factors, here, the top ten association rules are generated, which are responsible for 

having appendicitis, and those are demonstrated in table 2. Where, it is examined that if the 

value of fever runs is More than above, Abdominal Pain is Yes, Vomiting is Yes, Pain 
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Qualification is High, appetite is Yes, and so on then it is extremely supported to have 

appendicitis disease. 

 
Figure 1. Top risk factors for appendicitis. 

Table 2. Best Rules for YesDisease by Predictive Apriori Algorithm. 

Serial Rules Result Support 

1 {'More than aboveFeverRuns'} YesDisease 0.2537 

2 {'More than aboveFeverRuns', 'YesAbdominalpain'} YesDisease 0.2388 

3 {'HighPainQualification', 'YesVomiting', 'YesAbdominalpain'} YesDisease 0.1990 

4 {'HighPainQualification', 'YesFever', 'YesVomiting'} YesDisease 0.1791 

5 {'YesFever', 'YesAppetite', 'HighPainQualification'} YesDisease 0.1741 

6 

{'Little BitRateOFNowsha', 'More than aboveFeverRuns', 

'YesAbdominalpain'} YesDisease 0.1642 

7 {'3 to 5 timesFeverRuns', 'YesAppetite', 'YesAbdominalpain'} YesDisease 0.1393 

8 {'YesFever', '3 to 5 timesFeverRuns', 'YesAppetite'} YesDisease 0.1393 

9 {'HighPainQualification', 'More than aboveFeverRuns', 'YesVomiting'} YesDisease 0.1393 

10 {'HighPainQualification', 'YesMigrationPain', 'More than aboveFeverRuns'} YesDisease 0.1194 

Also, the top ten association rules which have no appendicitis are investigated in this 

study, which is exhibited in Table 3. Where, it is examined that if the value of fever Runs is 

No, Abdominal Pain is No, Vomiting is No, Pain Qualification is Normal, Appetite is No, and 

so on then, it is highly supported to have no appendicitis disease. 

Table 3. Best Rules for NoDisease by Predictive Apriori Algorithm. 

Serial Rules Result Support 

1 {'NoAbdominalpain', 'NoneFeverRuns'} NoDisease 0.4279 

2 {'NoAbdominalpain', 'NonePainQualification'} NoDisease 0.4080 

3 {'NoMigrationPain', 'NoneFeverRuns'} NoDisease 0.4080 

4 {'NoVomiting', 'NoneFeverRuns'} NoDisease 0.3930 

5 {'NoAppetite', 'NoneRateOFNowsha'} NoDisease 0.3234 

6 {'NoneFeverRuns', 'NoFever'} NoDisease 0.3234 

7 {'LowPainQualification', 'NoneFeverRuns'} NoDisease 0.0398 

8 

{'NoVomiting', 'NoneRateOFNowsha', 'Less than 

2FeverRuns'} NoDisease 0.0199 

9 {'NoAppetite', 'NoneRateOFNowsha', 'Less than 2FeverRuns'} NoDisease 0.0199 

10 {'NormalRateOFNowsha', 'NoneFeverRuns'} NoDisease 0.0100 

3.3. The Score Calculation. 

Each sub-category risk weight or score is demonstrated in Table 4, where the score is 

assigned by their supported ratio by following Table 2 and Table 3, respectively. The score 

(Highest is 4, and the lowest is 0.5) of sub-categories were formulated by their supporting rate. 

The rate of the score of nausea was subcategorized into 4. The score was assigned based on the 

level of risk stress and association with having appendicitis. Where, if the nausea rate is less 

than 2 then the score is two, when between 3 to 5 times, then score is assigned as 3, and for 
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more than above, the score is 4.  The lowest score is 0.5 for the user when nausea is none. A 

similar calculation score has been conducted for other variables. 

Table 4. Score table for each factor sub-category. 

Attribute Sub-category Score 

Fever Runs  

Less than 2 2.00 

3 to 5 times 3.00 

More than above 4.00 

None 0.50 

 

Rate of Nausea 

Normal 2.00 

Little Bit 3.00 

So much 3.00 

Not tolerable 1.00 

None 0.50 

Abdominal Pain  

Yes 4.00 

No 1.00 

 

 

Pain Qualification  

Low 1.00 

Medium 3.00 

High 3.00 

None 0.50 

Migration Pain 
Yes 4.00 

No 0.50 

Vomiting  

Yes 4.00 

No 1.00 

Fever 
Yes 4.00 

No 1.00 

Appetite 
Yes 4.00 

No 1.00 

 

The total score was 30, and the lowest was 6. The difference between the two variables 

was 24 (like 30 – 6 = 24), and the interval was 6 (like 24 / 4 = 6) because the total number of 

risk levels was 4.  

So, the category of the risk score was surrounding its 6 intervals.  Figure 2 shows the risk 

level of patients. If the total score is greater than or equal to 24 then the risk is “Very High,” 

and in the same way the score is greater than or equal to 18 then the risk is “High”, the score 

is greater than or equal to 12 then the risk is “Medium” and otherwise is “Low-risk”.   

 

Figure 2. Flow Chart of Risk Prediction Algorithm. 
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3.4. Android Application Features.  

The data and score tree were integrated into the Android application named “Predict 

Appendix”. First of all, Figure 3(a) and 3(b) are representing the starting page information, and 

Figure 3(c) is the registration page where users can register with self-information such as 

username, user division, and contact or email address. After completed successful registration, 

the user will be received some questions according to appendicitis, which is shown in Figure 

3(d). The question has consisted of user fever runs, rate of nausea, abdominal pain, pain 

qualification, migration pain, vomiting, and fever. The user provides a specific tickmark to all 

questions about the relevant known question. After that, the “Predict Appendix” apps will be 

calculated the score and categorizes the user risk level that is shown in Figure 3(e). 

After completing the risk identity, users can find out nearest hospital information into 

his/her division shows in Figure 3(f). Finally, the application is synchronized with a server, and 

all data was recorded in a private server. 

3.5. Project Environment and Necessary Tools.  

• Java 

• XML 

• Android Studio 3.2.1 

• Server Storage (Firebase) 

• Some Dependency library 

3.6. Test Report of Predicted Algorithm. 

After developing the application, a question is arising first: How accurately it classified 

the risk level of patients? To answer this question, a test has been conducted on case group 

peoples (100 appendicitis patients) because it is clear that every patient is in some amount of 

high risk, and they should not have a low risk. Test results have shown in Table 5 with the risk-

based analysis among 4 categories. 

Table 5. Appendix Risk-based Analysis. 

Risk Level Risk Number Percentage 

Low 1 1% 

Medium 4 4% 

High 32 32% 

Very Risk 74 74% 

Total 100 100% 

A total number of 74 patients were exploited by very high-level appendix disease, 32 

patients as high level, and 4 patients as medium level and only 1 patient have been classified 

as low risk of appendix disease. From this perspective, it is clear that the developed risk 

algorithm can classify correctly (about 99%) of patients. 

The findings of this study yielded some practical significance. First of all, appendicitis 

is common for all human beings. Someone could be affected with appendicitis in the earlier or 

middle stage of life or not affected by his/her entire life anymore [23].  Here all experimental 

results are tested with the dependent variable “disease status”. From the result analysis section, 

feature selection identified the top eight independent features among eighteen features those 

are (Fever Runs, Rate of Nausea, Abdominal Pain, Pain Qualification, Migration Pain, 

Vomiting, Fever, and Appetite) highly significant with appendicitis disease. It is depicted that, 
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if once have a fever and it more than five times in a day, have little nausea bit or so much and, 

have vomiting, have abdominal pain, and the pain qualification is medium or high, have 

migration pain, and have an appetite then he/she is in the high risk of having appendicitis. 

 
Figure 3. Different steps of checking appendicitis risk level and suitable nearest hospital name. 

  The diagnosis of appendicitis could be best by doing ultrasonography, computed 

tomography (CT), and laparoscopic appendectomy [24]. This testing procedure is a timely and 

costly matter for low-income people. Also, uneducated peoples are not aware of their health 

condition. Sometimes, it could be late to take a proper diagnosis for appendicitis, and some 

people get died without treatment [4]. In this case, the developed app “Predict Appendix” could 

be a solution. It will be very helpful to make a proper decision. It can predict a person’s 

appendicitis risk level in a few seconds. And also, if someone gets a medium risk level to a 

very high-risk level, then it will suggest users go to the nearest hospital and take your treatment. 

So, this study will be very helpful for those peoples who want to identify appendicitis at the 

initial stage. 

4. Conclusions 

 Appendicitis is a common disease for all age people. One could be affected with 

appendicitis at any time anywhere. Presently, vast numbers of peoples are utilizing a 

smartphone to do their day by day needs. Smartphone-based disease prediction application is 

always a smart solution to take the correct decision in a certain moment. Our developed 

application “Predict Appendix” could be helpful to easily predict the risk level of appendicitis 
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and at the same time, increase awareness not only among peoples of Bangladesh but also all 

over the world. 
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