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Abstract:The study thoroughly analyzes the time-average excitation rate of impurity-doped 

GaAsquantum dots under the supervision of Gaussian white noise. The excitation of the ground state 

population has been initiated by a time-dependent impurity potential strength. Gaussian whitenoise 

links with the system by additive and multiplicative modes. The study unveils the outcomeof some 

parameters' concerted impact, which ultimately designs the characteristics of the timeaverageexcitation 

rate plots. These parameters include a variation of several physical quantities andtheir magnitude, the 

presence of Gaussian white noise in a given mode, and the time-dependent fluctuation of impurity 

potential strength (periodic/random). As a result, the time-average excitation rate diagramsconsist of 

monotonic growth, monotonic drop, maximization (importantgiventhe production of large nonlinear 

optical properties), and minimization and saturation (relevant to dynamic freezing). The observations 

highlight the means of exploiting time-dependent impuritypotential strength to regulate the time-

average excitation rate among the doped GaAs quantumdot eigenstates. 

Keywords: quantum dot; Gaussian white noise; time-average excitation rate; time-dependent 

impuritypotential strength. 
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1. Introduction 

Quantum dots (QDs) are a special class of low-dimensional nanostructures 

characterized by the completely restricted motion of the carriers (electrons and holes) in space. 

By virtue of their extremely small size, they become able to exhibit a number of quantum 

phenomena. QDs manifest remarkable size-dependent electronic, electrical, optical, magnetic, 

and thermodynamic properties. These properties are often found to be quite tunable and lead 

to widespread usage of QDs in various technologically advanced devices. 

Doping of impurity to QD affects its effective confinement potential (ECP) and altersits 

energy spectrum and eigenstates. The above alteration makes external regulation ofthe physical 

properties of QDs quite achievable, giving rise to the enormous scope of fabricatingadvanced 

quantum devices. As a result, we find lots of research works examining the impurity effects in 

QD and other low-dimensional semiconductor systems (LDSS) [1-10]. 
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Gaussian white noise (GWN) can be made a component of the ECP when it is appliedto 

the doped QD. Noise merits relevance since it recognizably influences the output of QD-

baseddevices. Noise function can be thought to be consisting of two notable features,zero-

average, and spatial delta-correlation. Moreover, the inclusion of noise inthe system can be 

accomplished via two different roadways, viz. additive and multiplicative. These two 

roadways, in effect, lead to different types of system-noise coupling and hence to 

varyingmagnitudes of system-noise interplay compared with the environment without noise. 

Promoting the electronic probability of the lowest energy state to the excited states in 

QDs opens up new avenues of electronic transport, designing novel optoelectronic and light-

emitting devices and quantum computation [11-13]. Such promotions are often carried outby 

the interaction of low-dimensional systems with incoming electromagnetic radiation [13-18]. 

The intensity of the above transition is dictated by the ECP of QD. Aforesaid interactionalso 

leads to the generation of noticeable linear and nonlinear optical (NLO) responses of low-

dimensional systems [19-43]. However, instead of invoking any external field, the 

aboveexcitation can also be initiated by an impurity (dopant) where the impurity potential 

strength(IPS) becomes time-dependent, V0(t). The time-variation of the IPS has been assumed 

to beperiodic as well as random about its value immediately before the onset of time-

evolution,i.e., V0(0). Such time-variation could generate from the environment inside the 

crystal latticethat encompasses the doped QD. The said ambiance could over periodic or 

random thruststo the doped QD, thereby causing aforesaid time-variation. 

The present study involves a 2-d QD (GaAs) where a lone electron suffers from a 

restricted motion over the x - y plane by a lateral parabolic potential with a vertical magnetic 

field. The QD incorporates Gaussian impurity as the dopant and is further subject toapplied 

GWN. Therefore, the inherent confinement potential of QD, the dopant (impurity)potential, 

and GWN become the components of the ECP. Now, the timedependence of IPShas been 

invoked (periodic as well as random), which initiates the shifting of the ground stateelectronic 

population to all the excited states. The study endeavors to monitor the time-average excitation 

rate (TAER) features of doped QD. In some of our recent works, TAERhas been thoroughly 

explored, where the driving forces behind the population transfer come out to be totally 

different from the present context [44-46]. Thus, the present work becomesabsolutely 

independent and uncorrelated with the works mentioned above. It becomes evidentthat any 

change in the physical quantities that could perturb the ECP would, in consequence, affect the 

TAER. The said physical quantities comprise of magnetic field (B),confinement potential (ω0), 

dopant location (r0), the initial value of IPS [V0(0)], binding energy(BE), aluminum 

concentration (x) (for doped AlxGa1-xAs QD) [30], noise strength (ζ), position-dependent 

effective mass (PDEM) [47-55], position-dependent dielectric screeningfunction (PDDSF) [47, 

49, 56, 57], geometrical anisotropy [58-61], hydrostatic pressure (HP)[27, 33, 62, 63] and 

temperature (T) [27, 62, 63]. The present inquiry makes a meticulous effortto elucidate the 

attributes of TAER plots of doped QD, under the combined influence ofvarying physical 

parameters, GWN, and the time-dependent IPS. 

2. Method 

The QD Hamiltonian containing the dopant and GWN reads  

𝐻0 = 𝐻0
′ + 𝑉𝑖𝑚𝑝(0) +  𝜉(𝑥, 𝑦).                                                                       (1) 
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The dopant-free QD is represented by the Hamiltonian𝐻0
′ , which, under effective mass 

approximation, reads 

𝐻0
′ =

1

2𝑚∗ [−𝑖ℏ∇ +
𝑒

𝑐
A⃗⃗ ]

2

+
1

2
𝑚∗𝜔0

2(𝑥2 + 𝑦2) .                                                                (2)

  

𝐻0
′  consists of the lateral parabolic confinement 𝑉𝑐𝑜𝑛𝑓(𝑥, 𝑦) =

1

2
𝑚∗𝜔0

2(𝑥2 + 𝑦2),ω0 

and m*  are the confinement frequency and the effective mass of the electron, respectively. The 

vector potential A, in the Landau gauge, is given by [A = (By, 0, 0)], where B is the magnetic 

field strength. 𝐻0
′   can alternatively be written as 

𝐻0
′ = −

ħ2

2𝑚∗ (
𝜕2

𝜕𝑥2 +
𝜕2

𝜕𝑦2) +
1

2
𝑚∗𝜔0

2𝑥2 +
1

2
𝑚∗Ω2𝑦2 − 𝑖ħ𝜔𝑐𝑦

𝜕

𝜕𝑥
 ,                                  (3)

  

where ωc(=
𝑒𝐵

𝑚∗𝑐
) and Ω (=√𝜔0

2 + 𝜔𝑐
2) are the cyclotron frequency and the gross confinement 

frequency in the y-direction, respectively. The strength of the magnetic field can be regulated 

by varying ωc. 

The initial (t = 0) Gaussian impurity (dopant) potential Vimp(0) of eqn(1) comprises of 

three parameters of relevance and looks like 

𝑉𝑖𝑚𝑝(0) = 𝑉0(0)𝑒
−𝛾[(𝑥−𝑥0)2+(𝑦−𝑦0)

2] .                                                                                   (4) 

Here (x0, y0), V0(0), and γ stand for the coordinates of the dopant, the initial value (t = 

0) of IPS, and an estimate of the spatial domain over which the dopant possesses some 

meaningful impact, respectively.γ is somewhat related tothe dielectric constant (ɛ) of the 

medium. 

ξ (x, y) of eqn(1) incorporates the noise contribution and is endowed with zero-mean 

and spatial δ-correlation conditions. The following function 𝑔(𝑥, 𝑦) mathematically formulates 

the above characteristics as 

〈𝑔(𝑥, 𝑦)〉  = 0                                                                                            (5) 

and 

〈𝑔(𝑥, 𝑦)𝑔(𝑥′, 𝑦′)〉  = 2𝜁𝛿[(𝑥, 𝑦) − (𝑥′, 𝑦′)] ,                                           (6) 

respectively, with ζ as the noise strength. The function 𝑔(𝑥, 𝑦)exhibiting a Gaussian 

distribution can be generated with the help of the Box-Muller algorithm. The noise function 

ξ(x, y) is said to be additive and multiplicative based on the manner by which its links with the 

doped QD. The additive white noise (ADWN) and multiplicative white noise (MLWN) connect 

ξ(x, y) with 𝑔(𝑥, 𝑦)as given below: 

   𝜉(𝑥, 𝑦) = 𝜆1𝑔(𝑥, 𝑦),      in the case of    ADWN   (7) 

and 

  𝜉(𝑥, 𝑦) = 𝜆2𝑔(𝑥, 𝑦)(𝑥 + 𝑦), in the case of    MLWN.   (8) 

where 𝜆1 and 𝜆2 are two arbitrary parameters. 

The solution of the time-independent Schrödinger equation has been carried out by 

adopting the variational strategy. The required trial function 𝜓𝑘(𝑥, 𝑦) for this purpose has been 

selected to be the direct product of harmonic oscillator eigenfunctions. Thus, 

𝜓𝑘(𝑥, 𝑦) =  ∑𝐶𝑛𝑚,𝑘𝜙𝑛(𝑝𝑥)𝜙𝑚(𝑞𝑦),

𝑛𝑚

     (9) 
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where cnm,k are the linear superposition coefficients and 𝑝 = √
𝑚∗𝜔0

ħ
 and 𝑞 =  √

𝑚∗𝛺

ħ
. Now, the 

construction of the Hamiltonian matrix for H0 [cf. eqn(1)] and its consequent diagonalization 

lead to the obtainment of the normalized eigenvectors and the energy eigenvalues. 

The time-dependent IPS, V0(t), about its initial value, V0(0), can be written as 

𝑉0(𝑡) =  𝑉0(0)cos (𝜈𝑡), for periodic change 

         =  𝑉0(0)𝑅(𝑡), for random change,                                (10) 

where 𝜈 is the fluctuation frequency of IPS and R(t) is the time-varying random number. As a 

result, the overall impurity potential changes with time and reads [cf. eqn(4)] 

𝑉𝑖𝑚𝑝(t) = 𝑉0(t)𝑒
−𝛾[(𝑥−𝑥0)2+(𝑦−𝑦0)

2] 

= 𝑉𝑖𝑚𝑝(0)cos (𝜈𝑡),for periodic change 

    =  𝑉𝑖𝑚𝑝(0)𝑅(𝑡),for random change.                                        (11) 

Thus, the time-varying Hamiltonian becomes [cf. eqn(1)]    

𝐻(𝑡) = [𝐻0 − 𝑉𝑖𝑚𝑝(0)] + 𝑉𝑖𝑚𝑝(𝑡).                                                                      (12) 

The matrix elements linking any two arbitrary eigenstates of H0 [cf. eqn(1)] are 

determined involving Vimp(t). Next, the time-evolving wave function Ψ(𝑡)(due to the 

fluctuating IPS) has been expanded as a superposition of the H0 eigenfunctions viz. 

             Ψ(𝑥, 𝑦, 𝑡) = ∑𝑎𝑞(𝑡)𝜓𝑞(𝑥, 𝑦),    

𝑞

(13) 

and the associated time-dependent Schrödinger equation (TDSE) viz. 

𝑖ħ
𝜕𝛹

𝜕𝑡
= 𝐻𝛹or equivalently 

𝑖ħ𝑎q̇(𝑡) = 𝐻𝑎𝑞(𝑡).                                                                                             (14) 

Was integrated by the sixth-order Runge-Kutta-Fehlberg method. The time-dependent 

coefficients, i.e., aq(t)s vary under the initial conditions a0(0) = 1 and aq(0) = 0; ∀q ≠ 0, where 

q is the H0 eigenstate. The choice of initial conditions indicates the total accumulation of the 

electronic population absolutely to the lowest energy level before the onset of time-

propagation. Immediately after the IPS starts fluctuating with time, the electronic population 

begins to get distributed among the various excited states. The time-dependent probability of 

any arbitrary kth eigenstate of H0 is given by the quantity Pk(t) = |ak(t)|
2. Naturally, the quantities 

Q(t) = 1-P0(t) and Rex(t) =
𝑑𝑄

𝑑𝑡
 stand for the amount of excitation and the rate of excitation with 

the progress of time, respectively. Lastly, the time-average excitation rate (TAER) due to the 

time-changing IPS reads〈𝑅𝑒𝑥〉  =
1

𝑇 ∫ 𝑅𝑒𝑥(𝑡)𝑑𝑡
𝑇

0
, with T being the entire time of timeevolution. 

3. Results and Discussion 

In a general sense, the various physical parameters used for the GaAs QDs assume the 

following values: ɛ = 12.4 and m* =0.067m0, where m0 is electron mass in a vacuum, ħω0= 

100.0 meV, B = 5.0 T, V0(0) = 200.0 meV, r0 = 0.0 nm and ζ = 1.0× 10-4, respectively.  

3.1. Role of magnetic field (B) and confinement potential (ω0). 

Figure 1a shows the TAER plots with changes in the magnetic field strength in the 

absence and presence of noise, both for periodic and random changes of IPS. In the case of 

periodic variation, under a noise-free state, the TAER plot exhibits a declining trend with an 
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increase in B. The said plot, under applied ADWN, reveals an increasing trend with an increase 

in B. The TAER profile, under MLWN, depicts prominent maximization at B∼5.3 T. Added to 

this, the said profiles also exhibit a sort of saturation at large B in the absence of noise and 

under-applied ADWN. 

For a random variation of IPS, the TAER plot divulges maximization at B∼ 4.7 T 

without noise. The said plot, under ADWN, exhibits persistent increase with increase as B 

enhances up to B∼ 3.3 T and saturates thereafter. And in the case of MLWN, the TAER plot 

unveilsminimization at B∼ 4.2 T. We observe saturation in the TAER profiles at large magnetic 

field strength in all the cases. 

 

 
Figure 1.TAER diagrams against (a)B, (b)hω0 : For all diagrams(i) devoid of noise and periodic variation of 

IPS, (ii) presence of ADWN and periodic variation of IPS, (iii) presence of MLWN and periodic variation of 

IPS, (iv) noise-free state and random variation of IPS, (v) presence of ADWN and random variation of IPS and 

(vi) presence of MLWN and random variation of IPS. 

Figure 1b delineates the analogous diagrams against the variation of the confinement 

potential. For the periodic change of IPS, the TAER profile, without noise, exhibits 

minimization at hω0 ∼ 10.4 meV. The profile displays a sort of saturation at a strong 

confinement regime aswell. In the presence of ADWN, we observe maximization at hω0∼ 16.4 

meV and a kind of saturation, again at a strong confinement regime. The presence of MLWN 

gives rise to minimization in the TAER plot at hω0 ∼ 13 meV. 

During the random variation of IPS, the TAER profiles show qualitative resemblance 

with their periodic counterparts in the absence of noise and with ADWN. Even the locations of 

minimization and maximization remain nearly the same. However, under applied MLWN, the 

TAER plot depicts steady enhancement with an increase in ω0 up to hω0∼ 74 meV and saturates 

thereafter with further increase in ω0. 

3.2. Role of Role of dopant location (r0), initial value of dopant potential strength [V0(0)] and 

binding energy (BE). 

Figure2a delineates the similar profiles monitored against the variation of dopant 

location. During the periodic change of IPS and without noise, the TAER plot undergoes a 

steady fall, shifting the dopant to more and more off-center positions. The plot finally exhibits 

saturation for far-off-center dopants. The TAER profiles evince maximization at r0 ∼ 9.6 nm 

and r0∼ 5.6 nm with ADWN and MLWN, respectively.  

The observations change a lot when IPS fluctuates randomly with time. In this case, 

under noise-free conditions and with ADWN, the TAER profiles exhibit some initial 
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oscillations and culminate in saturation for far-off-center dopants. In the presence of MLWN, 

however, the TAER profile at first increases monotonically up to r0∼ 7.4 nm and then becomes 

steady with a further shift of the dopant. 

 
Figure2:TAER diagrams against (a) r0 and (b) V0(0): In all the plots (i) noise-free state and periodic variation of 

IPS, (ii) presence of ADWN and periodic variation of IPS, (iii) presence of MLWN and periodic variation of 

IPS, (iv) noise-free state and random variation of IPS, (v) presence of ADWN and random variation of IPS and 

(vi) presence of MLWN and random variation of IPS. 

Figure2b manifests the TAER profiles following a change in the initial value of IPS. 

Such a change indicates a gradual shift from a dopant-free QD to QD doped with more and 

more strong impurity potential. For the periodic change of IPS, both in the presence and 

absence of noise, the TAER profiles discern an increasing trend with an increase in V0(0). 

However, the extent of increase happens to be most in the absence of noise, and the TAER 

profiles reveal noticeable saturation at large V0(0) only in the presence of noise. 

For a random variation of IPS, one observes consecutive maximization and 

minimization at V0(0) ∼ 72 meV and V0(0)  ∼ 127 meV, respectively, under a noise-free state. 

On the other hand, the said profiles evince maximization around V0(0)  ∼ 128 meV and V0(0)  

∼ 155 meV under applied ADWN and MLWN, respectively. 

The binding energy (BE) of the ground statecan be envisaged as the difference in the 

energies of this state with and without impurity doping. The TAER diagrams pursuing the 

change in BE emerges to be characteristically near to the TAER profiles following the change 

of V0(0) under different situations. We, thus, refrain from showingthese plots to keep the 

description short. 

3.3. Role of aluminium concentration (x) and geometrical anisotropy (η). 
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Figure 3: TAER diagrams against (a) x and (b) η: In all the plots (i) noise-free state and periodic variation of 

IPS, (ii) presence of ADWN and periodic variation of IPS, (iii) presence of MLWN and periodic variation of 

IPS, (iv) noise-free state and random variation of IPS, (v) presence of ADWN and random variation of IPS and 

(vi) presence of MLWN and random variation of IPS. 

Figure3a demonstrates the TAER diagrams as the Al concentration (x) changes over a 

range. For this purpose,AlxGa1-xAs QD was considered whose effective mass reads m* = (0.067 

+ 0.083x)m0 [30]. In case of periodic change of IPS, without noise, the TAER profile displays 

minimization at x ∼ 0.6. In the presence of ADWN, the said profile shows a very faint 

maximization at x ∼ 0.2 followed by a rapid decrease with an increase in x up to ∼ 0.6.With a 

further increase in x, the TAER registers a steady value whatsoever. The said profile, under 

applied MLWN, displays successive maximization at x ∼ 0.12 and at x ∼ 0.58. 

When the IPS varies randomly with time, under a noise-free state, we observe 

consecutive minimization and maximization at x ∼ 0.3 and x ∼ 0.54, respectively. The TAER 

profile, on the other hand, depicts successive maximization and minimization at x ∼ 0.19 (x ∼ 

0.21) and x ∼ 0.33 (x ∼ 0.48), respectively, under the influence of applied ADWN (MLWN). 

Only in the case of ADWN prominent saturation in the TAER profile is observed beyond x ∼ 

0.6. 

In Figure3b we monitor the TAER diagrams againstthe geometrical anisotropy of the 

doped QD, reflected through the parameter η = 
𝛺

𝜔0
 [cf. eqn(3)] [58, 59]. During the periodic 

change of IPS, without noise, the TAER diagram exhibits an overall decreasingpattern as η 

enhances,consisting of successive minimization and maximization at η ∼ 4.0 and η ∼8.5, 

respectively. The said profile displays prominent minimization at η ∼ 9.8 under the sway of 

ADWN. In the presence of MLWN, the TAER plot manifests a steady decline with an increase 

in η and finally saturates at large η. 

When the IPS varies randomly with time, in the absence of noise, the TAER profile 

exhibits undulations over the whole range of η. Distinct maximization in the TAER plot is 

observed at η ∼ 9.7 in the presence of ADWN. On the other hand, under MLWN, the TAER 

profile evinces a net, almost regular, decreasing trend with an increase in η. 

3.4. Role of the position-dependent effective mass (PDEM) and position-dependent dielectric 

screening function (PDDSF). 

 
Figure 4: TAER diagrams against (a) m*(r0) and (b) ɛ(r0): In all the plots (i) noise-free state and periodic 

variation of IPS, (ii) presence of ADWN and periodic variation of IPS, (iii) presence of MLWN and periodic 

variation of IPS, (iv) noise-free state and random variation of IPS, (v) presence of ADWN and random variation 

of IPS and (vi) presence of MLWN and random variation of IPS. 
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The discussions hitherto made consider the fixed effective mass (FEM) of the electron. 

However, the m* can also be dependent on dopant coordinate (r0), whence it is called PDEM 

and is denoted as m*(r0) [47, 49]. Figure4a describes the TAER plots with the change in PDEM. 

During the periodic change of IPS, the TAER plots divulge prominent minimization at m*(r0) 

∼ 0.56 and at m*(r0) ∼ 0.76 without noise and with ADWN, respectively. The said plot reveals 

maximization at m*(r0) ∼ 0.56 under MLWN. On all occasions, saturationin TAER profiles is 

envisaged at large PDEM. 

As the IPS undergoes random change with time, the TAER plots, without noise and 

with MLWN, exhibit a steady fall with an increase in PDEM. The said plot, under ADWN, 

displays minimization at m*(r0) ∼ 0.53. The TAER plots, only under the influence of noise, 

manifest saturation at large PDEM. 

Analogous to FEM, the study so far considers the static dielectric constant (SDC) of 

the medium. However, quite similar to PDEM, the dielectric constant may assume some sort 

of functional dependence on the dopant location and is consequently said to be a position-

dependent dielectric screening function (PDDSF) [ɛ(r0)] [47, 49, 56, 57]. Figure4b 

demonstrates the TAER profiles over a range of PDDSF. As the IPS varies periodically with 

time, the TAER plots exhibit maximization at ɛ(r0) ∼ 1.6 and ɛ(r0) ∼ 1.9, under a noise-free 

situation and in the presence of ADWN, respectively. The plots also show saturation at large 

values of PDDSF. The shape of the plot considerably changes with MLWN as the TAER profile 

now shows successive minimization and maximization at ɛ(r0) ∼ 2.1 and ɛ(r0) ∼ 5.8, 

respectively. 

Successive minimization and maximization in the TAER profiles are again observed 

during the random variation of TAER, but without noise and with ADWN. They are now found 

at ɛ(r0) ∼ 2.2 [ɛ(r0) ∼ 1.8] and ɛ(r0) ∼ 5.7 [ɛ(r0) ∼ 5.3], respectively, under noise-free state 

[ADWN]. However, under MLWN, the TAER plot reveals a steady drop with an increase in 

PDDSF. 

3.5. Role of hydrostatic pressure (HP) and temperature (T). 

 
Figure 5: TAER diagrams against (a) P and (b) T: In all the plots (i) absence of noise and periodic variation of 

IPS, (ii) applied ADWN and periodic variation of IPS, (iii) applied MLWN, and periodic variation of IPS, (iv) 

absence of noise and random variation of IPS, (v) applied ADWN and random variation of IPS and (vi) applied 

MLWN and random variation of IPS. 

Taking into account the pressure and temperaturevariation of m* and ε is necessary to 

analyze the role played by HP and temperature [63]. Figure5a delineates the TAER profiles as 

the HP varies over a range. For the periodic variation of IPS, in the absence of noise, the plot 
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depicts a steady rise of TAER up to P ~ 76 kbar, beyond which it registers a steady value with 

a further increase in pressure. The said plot shows minimization at P ~ 104 kbar with ADWN. 

In the presence of MLWN, the TAER plot depicts an overall rising trend with an increase in 

HP consisting of undulations. 

While the IPS varies randomly with time and without noise, the TAER diagramreveals 

minimization at P ~ 187 kbar. Under ADWN, the said plot exhibits feeble successive 

maximization and minimization at P ~ 66 kbar and at P ~ 187 kbar, respectively. However, in 

the presence of MLWN, the TAER plot discerns a nearly steady pattern over the entire range 

of HP. 

Figure5b represents the temperaturedependence of the TAER profiles. During the 

periodicvariation of IPS, without noise, the TAER increases as the temperature areraised and 

settleto some steady value when the temperature becomes quite high. The said plot shows 

minimization at T ~ 172 K under applied ADWN. Under applied MLWN, the TAER plot 

exhibits consecutive minimization and maximization at T ~ 62 K and at T ~ 167 K, respectively. 

During the random variation of IPS, without noise and under MLWN, initially, the 

TAER plots increase steadily with T, followed by saturation within the moderate to the high-

temperature domain. However, the TAER plot undergoes minimization at T ~ 117 K under 

applied ADWN. 

3.6. Role of noise strength (ζ). 

 
Figure 6: TAER diagrams against -log(ζ): (i) ADWN and periodic variation of IPS, (ii) MLWN and periodic 

variation of IPS, (iii) ADWN and random variation of IPS, and (iv) MLWN and random variation of IPS. 

The sole impact of noise on the TAER plots can be realized by changing the noise 

strength over a range for fixed values of all other quantities. Figure6 discerns the TAER 

diagrams with the change of ζ under ADWN and MLWN. For the periodic variation of IPS, 

both under ADWN and MLWN, TAER profiles manifest a rising trend with a drop in the noise 

strength. However, during the said rise, both for ADWN and MLWN, maximization is found 

in the TAER profiles in the vicinity of ζ ~ 10-7. As the noise strength becomes extremely small, 

the TAER also approaches the noise-free value. 

As the IPS undergoes random change, both under ADWN and MLWN, the TAER again 

exhibits a rising trend as ζ decreases and approaches the noise-free value for extremely small 

values of the noise strength. However, whereas under MLWN, the rise of TAER with a fall in 

ζ emerges to be absolutely monotonic, under ADWN, the TAER displays successive 

maximization and minimization in the neighborhood of ζ ~ 10-5 and ζ ~ 10-7.5, respectively. 
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Maximization of TAER deems technological importance so far as the generation of 

NLO properties of QDs isconcerned. The above analysis reveals the nature of the timevariation 

of IPS, the associated mode of application of noise, and the noise strength domain, which would 

be advantageous for the maximization of TAER. 

3.7. Physical explanation of the outcomes. 

The TAER plots following the change of various physical parameters manifest steadfast 

increase, steadfast fall, maximization, minimization, and saturation. These attributes appear as 

an outcome of the combined impact of the particular physical parameter being varied, the 

domain of its magnitude, the introduction of noise and its pathway (additive/multiplicative), 

and the type of time-dependence (periodic/random) of the IPS. TAER, in effect, indicates how 

the time-dependent variation of IPS regulates the time-average rate of dissemination of the 

lowest energy state electronic accumulation among all higher energy levels. The said 

dissemination occurs through the entire course of time-propagation. The maximization and 

minimization of TAER highlight the resultant physical atmosphere, which would be conducive 

and non-advantageousto the said population shift, respectively, to the largest extent. In addition 

to this, the steadfast growth and decay of TAER reflect parallel surges and lulls in the 

population shift, respectively. Moreover, the occurrence of saturation in the TAER diagrams 

points to a consistent population shift (dynamic freezing) and is mainly found when the 

different physical quantities assume a medium to large values. Thus, the quantitative measure 

of the population excitation among the higher states, i.e., the TAER, significantly depends on 

the environment. Modulation of the environment, therefore, also modulates the TAER.The said 

modulation appears to be a combined outcome of the varying physical quantity over some 

specific range, noise along with its roadway of application, and the nature of timefluctuation 

of the IPS. 

From another perspective, the TAER appears to be a quantitative estimate of how the 

various eigenstates undergo some sort of average mutual overlap throughout the whole period 

of timepropagation. The enhancement and depletion of TAER arise out of the amplification 

and depletion of the above overlap, respectively. On the other hand, maximization, 

minimization, and saturation in the TAER diagrams reflect the largest, smallest, and steady 

overlap between the several eigenstates. However, the nature and extent of such overlap depend 

on the system's effective confinement potential (ECP). Generally,enhancement and weakening 

of ECP obstruct and favor such overlap, respectively. The variation of a given physical quantity 

and the introduction of noise (including its mode) affect the ECP to a recognizable extent and, 

consequently, the average overlap and TAER. 

The time-varying IPS causes a continuous redistribution of the electronic population 

among the eigenstates. The size of the said redistribution and hence theTAER, however, 

depends on the pattern of the timeprogress(periodic/random). The said population 

redistribution originates from a change in energy with time due to the above fluctuation. The 

pattern of TAER profiles can be understood by observing the amount of energy, which, on 

average, the fluctuating IPS delivers over the time span t. The time-dependent energy of the 

system originating from the fluctuating IPS can be expressed as 

𝐸(𝑡) = ∑𝐸𝑘(0)𝑃𝑘(𝑡)

𝑘

              (15) 

where Ek(0) is the kth eigenstate energy of H0 immediately before the onset of time-progress 

(i.e at t = 0). E(t), therefore, represents the energy of the system at time t owing to the time-
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varying IPS, incorporating within it the energy initially possessed by the system (i.e.,at t = 0). 

Initially, because of the total localization of the electronic population to the ground energy 

level, the system energy simply becomes the ground state energy. As soon as the IPS starts 

fluctuating with time, the energy also begins to change, and the population gets scattered 

among various excited states. Thus, these excited states now also begin to contribute to the 

total energy [E(t)]. The rate of change of average E(t) with time due to the fluctuating IPS has 

been evaluated with the help of the time-dependent Hellman-Feynman theorem as outlined 

below [cf. eqns(10-14)]: 

𝑑〈𝐸(𝑡)〉

𝑑𝑡
= ⟨Ψ(𝑡)|

𝑑𝐻(𝑡)

𝑑𝑡
|Ψ(𝑡)⟩ = ⟨Ψ(𝑡)|

𝑑𝑉𝑖𝑚𝑝(𝑡)

𝑑𝑡
|Ψ(𝑡)⟩ .                     (16) 

Thus, 
𝑑〈𝐸(𝑡)〉

𝑑𝑡
= −𝜈 sin(𝜈𝑡) ⟨Ψ(𝑡)|𝑉𝑖𝑚𝑝(0)|Ψ(𝑡)⟩, for periodic fluctuation 

= 𝑅′(𝑡)⟨Ψ(𝑡)|𝑉𝑖𝑚𝑝(0)|Ψ(𝑡)⟩,for random fluctuation,                      (17) 

and the impurity integral over the spatial coordinates is given by [cf. eqn(13)] 

⟨Ψ(𝑡)|𝑉𝑖𝑚𝑝(0)|Ψ(𝑡)⟩ = ∑∑𝑎𝑝
∗(𝑡)𝑎𝑞(𝑡)⟨𝜓𝑝(0)|𝑉𝑖𝑚𝑝(0)|𝜓𝑞(0)⟩

𝑞𝑝

(18) 

Ψ(t) and 𝜓𝑝(0)s are the time-propagating wave function and the p-th state 

eigenfunction of the original unperturbed system, respectively. Hence, the time-varying IPS-

induced delivery of average energy over time span t given by 

〈𝐸(𝑡)〉 = 〈𝐸(0)〉 − 𝜈 ∫ sin (𝜈𝑡 ′)
𝑡

0 ⟨Ψ(𝑡 ′)|𝑉𝑖𝑚𝑝(0)|Ψ(𝑡 ′)⟩𝑑𝑡 ′, for periodic fluctuation 

   = 〈𝐸(0)〉 + ∫ R′(𝑡′)
𝑡

0 ⟨Ψ(𝑡′)|𝑉𝑖𝑚𝑝(0)|Ψ(𝑡′)⟩𝑑𝑡′,for random fluctuation.(19) 

The integrations in eqn(19) are numerically carried out using Simpson's 
1

3
rd rule. 

At length, the average energy transferred by the time-varying IPS over the full time (T) 

of time-evolution reads 

〈𝐸〉 = ∫〈𝐸(𝑡)〉𝑑𝑡

𝑇

0

               (20) 

As representative cases, we consider the TAER profiles against the magnetic field 

strength, with and without noise, and both for periodic and random time-dependence of IPS 

[cf. (Figure 1a)]. We now determine the 〈𝐸〉 as a function of B for the situations mentioned 

above and try to correlate the TAER plots with the 〈𝐸〉 plots. Figure7a and Figure7b delineate 

the 〈𝐸〉 vs B plots with and without noise for periodic and random time-dependence of IPS, 

respectively. For the periodic variation, under a noise-free state, the 〈𝐸〉plot exhibits a declining 

trend with an increase in B. The said plot, under applied ADWN, reveals an increasing trend 

with an increase in B. The 〈𝐸〉 profile, under MLWN, depicts prominent maximization at B ~ 

5.3 T. Added to this, the said profiles also exhibit sort of saturation at large B in the absence of 

noise and under-applied ADWN. 

For a random variation of IPS, the 〈𝐸〉 plot divulges maximization at B ~ 4.7 T  without 

noise. The said plot, with ADWN, exhibits a regular increase as B enhancesup to B ~ 3.3 T and 

saturates thereafter. And in the case of MLWN, the 〈𝐸〉plot unveils minimization at B ~ 4.2 T. 

In all the cases, we observe saturation in the 〈𝐸〉profiles at large magnetic field strength. 

 Above findings suggest that the attributes of the TAER diagrams are governed bythe 

average energy delivered by the time-dependent IPS over the entire timepropagation. This 

occurs due to the appropriate modification of the underlying structures of the phase space. The 
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above delivery of the average energy arises out of the resultant effect of the varying physical 

quantity (B in these representative cases), absence/presence of noise, route of introduction of 

noise (ADWN and MLWN), and the nature of time-dependence of IPS (periodic/random). 

 
Figure 7: Plots of (a) 〈𝐸〉 against B for periodic fluctuation of IPS and (b) 〈𝐸〉 vs B for random fluctuation of 

IPS: in both the plots (i) noise-free condition, (ii) ADWN and (iii) MLWN. 

4. Conclusions 

TAER of impurity containing GaAs QD, initiated by time-dependent IPS, has been 

meticulouslyexamined under the supervision of GWN. The study reveals that the resultant 

influence of a few parameters evidently designs the subtleties of the TAER diagrams. 

Theseparameters involve the given physical property being altered (including its 

magnitude),the application of noise and its pathway, and the nature of the timedependenceof 

IPS. Aforesaid resultant influence produces steadfast rise, steadfast fall, maximization, 

minimization, and saturation in the TAER diagrams. Specifically, maximization and saturation 

are important in view of the technological demandof producing large NLO response and 

dynamic freezing, respectively. The inquiry sheds light on exploiting the time-dependent IPS 

to modulate the TAER among thedoped GaAs QD eigenstates. The findings appear to be 

relevant in view of the applicability of QD in optoelectronic devices. 
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